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Workplan for the LHC Magnetic Model

Introduction

The preparation of the LHC commissioning, the first injections, acceleration and later optimization require a working model of the magnetic field in the LHC magnets. This model shall be provided by experts of magnet design and measurement, in the AT department. The importance and need of this model have been largely discussed and stressed, in the “RMS Review” of July 2004, at the “LHC Project Workshop Chamonix XV” of February 2006 (request by the AB Department Head for urgent (-beating evaluations), and in the FQWG by the leaders of LHC beam physics and LHC operation. For LHC beam physics study, the model must provide detailed information to the level of the single magnet, possibly split in body and end contributions for sensitive regions such as the IR quadrupoles. For the purpose of accelerator setting and control, the model must provide integral values of the field at the level of the powering circuit. It relies on the definition of normalisation cycles and recovery strategies to erase the effect of previous powering and bring the magnets in a known magnetic state. Most important, the model must represent as closely as possible the “as built” conditions of the LHC.

This document provides a brief description of the elements of the LHC magnetic model, and a plan for its definition, validation and implementation. The work is split between a magnet/circuit field calculation engine (FiDeL) to be delivered for LHC operation, and the existing LHC magnetic and geometric description (Wise) built on request of AB for the prediction and study of optics imperfections. We include in the plan the definition of normalised cycles 

Definitions 

· FiDeL is a model of the field of each magnet of the LHC lattice, based on the set of magnetic measurements (standard ones at room temperature or at 1.9-4.4 K, and special ones for dynamic effects and powering history). For a given operating current and temperature, machine cycle and powering history (pre-cycle, duration of injection plateau, ramp-rate, energy and duration of flat-top), FiDeL gives a prediction of the main field component and harmonics as a function of time. The same model is applied to string of magnets in series, and is applicable to the LHC circuit. The model is implemented in a code that retrieves the parameters of each magnet (or each circuit) from a parameter database, and responds to the request of instantaneous field (given the operating current) or current (given the desired field).

· Wise is a code that produces the “as-installed” description of the LHC magnetic and geometric properties suitable for optics studies. In its present version, it uses directly the standard warm and cold magnetic measurements at injection and collision energies. In its final version, it shall use FiDeL (instead of direct access to magnetic measurement databases) to produce a model for an arbitrary energy and LHC state. Wise uses the layout DB, the geometry DB and the survey DB to specify the actual position and alignment of each component. The main output is in the form  of a description of the magnetic and geometric imperfections imbedded into a MAD script for public use.  In addition, it includes an estimate of the data uncertainties that allows the prediction of a range for the beam parameters.

For the final use of the LHC magnetic model, the following additional codes are necessary

· the high level LHC controls software LSA, implementing FiDeL in the LHC control system to convert the normalized magnet excitations into power supply currents, predict the field harmonics in the main magnets, and distribute the appropriate corrections. This code provides all inputs required by FiDeL, including the powering history.

· a set of MAD scripts that execute MAD runs of the input files generated by Wise and carry out a post-processing of the output to compute typical optical quantities and their ranges for LHC studies. A typical example is the beta-beating estimation. This code is designed to be used off-line with respect to the LHC operation.

· an on-line implementation of the above, based on MAD-X, suitable for a fast estimate of machine parameters based on the field model to be used in the control room. It is restricted to computation of the most likely values but with an interface and script adapted to typical problems that may arise in the control room.

Responsibilities

FiDeL and its off-line implementation falls under the direct responsibility of the AT department. Wise is driven by a subWG of the FQWG (AB for the beam optics/AT for the magnetic model) and implemented in AT. The three other codes are under the responsibility of the AB department (beam physics and operation). Their development and use require nonetheless interaction and, possibly, direct participation of the magnet experts in the LHC magnetic model team. In particular, it is essential that the control system implementation in LSA reproduces the results of the off-line FiDeL code. To this aim the FiDeL responsibles in the AT department will define in collaboration with the AB responsible of LSA a validation plan for the on-line implementation.

Strategy of implementation

Below is a summary of the main milestones for the implementation of the LHC magnetic model, split in the tasks of relevance for FiDeL and Wise. A detailed workplan is reported in Annexes I (FiDeL) and II (Wise).

FiDeL (Field description)
We plan a staged implementation of FiDeL, starting with a simple structure and low level of detail for the commissioning phase, and increasing complexity and level of detail as demands from operation will become more strict. To improve yield, already in the first implementation we plan to anticipate the requirement of future extensions (e.g. modeling of individual magnets). The goal is to provide services at the earliest possible stage, with sufficient reliability and transparency. Finally, we plan major validation milestones that will provide proof of principles for functionality and accuracy, as well as check-points for the progress of the implementation. The aim of the first validation test (tracking test, item 6 in the table below) is to establish the accuracy of the model for dipoles, quadrupoles and associated corrector magnets. This test is planned on instrumented magnets mounted on the cold test benches in SM-18. The second validation test (sector powering, item 7 in the table below) is a proof of readiness for the control algorithm (ramp generation and download to power converters, synchronised run), as well as a verification that the nominal LHC ramp can be executed by all power converters without violating powering limits (e.g. voltage or quench detection thresholds).

	
	Task
	HR

(man-month)
	Due date

	F1
	Model Specification
	2
	31/3/2007

	F2
	Create FiDeL data structures
	3
	31/3/2007

	F3
	Implement FiDeL Engine
	4
	31/3/2007 test

30/9/2007 stable

	F4
	Normalisation cycles
	2
	30/4/2007

	F5
	Magnetic data consolidation
	20
	30/6/2007

	F6
	MB/MQ/correctors powering and tracking test on SM-18 test benches
	6
	30/6/2007

	F7
	Sector powering test
	3
	6/2007 sector 78

9/2007 sector 45

	
	Total
	40
	


WISE (interface to LHC optics model)
A first version of WISE (magnetic model) was released in January 2006. The second version of Wise includes the geometrical errors and uncertainties. It is written and under test. The last upgrade involves the replacement of the direct access to the magnetic measurement DB’s by the FiDeL code.

	
	Task
	HR

(man-month)
	Due date

	W1
	Test of geometry
	1
	31/3/2007

	W2
	Documentation of WISE version 2
	1
	31/3/2007

	W3
	Powering circuit cross-check
	1
	30/4/2007

	W4
	Adapt WISE interface to FiDeL
	2
	30/9/2007

	
	Total
	5
	


Manpower allocation
The above manpower estimates correspond to approximately 6 FTE’s over the period from now till the system is delivered to LHC operation. This manpower will be provided by three groups in AT (MTM, MCS, MEL) and two groups in AB (OP, ABP) participating to the work. The allocation reported in the following table includes the work specific to the modeling of the magnetic field model and its implementation. The work in AB on the LHC control software, MAD-X off-line and on-line beam models is beyond the scope of the plan, and is not included in the table.

	Group
	HR

(man-month)

	AT-MCS
	10

	AT-MEL
	10

	AT-MTM
	18

	AB-OP
	7


Appendix I. Workplan for FiDeL

The following is a detailed breakdown of the work required to produce the FiDeL parametrization.

F1 - Model specification


Task: Document the model parametrization, the calculation procedures for the parameter identification, the data structure content (Engineering Specifications). 

Resources: 2 man-month.

Timeline: February 2007.

F2 - Fidel Data Structures


Task: Build database structure (tables) corresponding to the use of the data collected and model parameters for FiDeL operation. 

Resources: database 3 man-months (AT-MTM + AB-OP).

Timeline: prototype March 2007, stable release September 2007.

F3 - Test Version of FiDeL Engine


Task: Develop software which will from all these data sets and some operating parameters and history, deliver either the integrated transfer function and field errors, either current vectors to load in the power supplies, for each LHC circuits before machine runs.

Resources: 4 man-months for the initial version, further evolution will depend on the system reliability requirement and the interaction with LHC operation (AT-MTM + AB-OP).

Timeline: prototype March 2007, stable release September 2007.

F4 - Definition of Normalisation Cycles


Task: Define the format, waveform and sequencing of the standard normalisation cycles for all magnet families. Define recovery procedures for deviations from normal powering sequences (e.g. waiting times) or powering failures (e.g. quench). The aim of this work package is twofold: (a) define cycles to obtain a good reproducibility appropriate to run the machine, and (b) define the normalization cycles necessary to achieve a known magnetic state for FiDeL to be sufficiently accurate (this second may evolve in time with the improvement of the Fidel model and produce a more efficient operation).

Resources: 2 man-months.

Timeline: April 2007.

F5 - Magnetic data consolidation

MB, MQ

Task: Complete measurements (MQ only), clean, check and approve available data sets. Collect local (MB only) and integrated transfer functions and field errors and extract field components (model parameters) for all magnets. Extrapolate geometric component from warm data when cold data are missing. Group data per circuit (sectors) and per cables family (MB only). Upload data into the FiDeL database and run FiDeL engine testsuites.

Resources: 5 man-months (AT-MTM + AT-MCS).

Timeline: first data sets February-March 2007, stable data sets April 2007, testsuites September 2007.

MQM, MQY, MQTL

Task: Complete measurements, clean, check and approve available data sets. Collect integrated transfer functions and field errors and extract field components (model parameters) for all magnets. Extrapolate geometric component from warm data when cold data are missing. Group data per circuit. Upload data into the FiDeL database and run FiDeL engine testsuites.

Resources: 3 man-months per magnet type (AT-MEL + AT-MTM).

Timeline: first data sets March 2007, stable data sets May 2007, testsuites September 2007.

MQXA, MQXB

Task: Collect local and integrated transfer functions and field errors and extract field components (model parameters) for all magnets. Crosscheck geometric component between warm and cold data. Group data per circuit. Upload data into the FiDeL database and run FiDeL engine testsuites.

Resources: 3 man-months (AT-MCS).

Timeline: first data sets March 2007, stable data sets April 2007, testsuites September 2007.

D1-D4

Task: Collect integrated transfer functions and field errors and extract field components (model parameters) for all magnets. Crosscheck geometric component between warm and cold data. Group data per circuit. Upload data into the FiDeL database and run FiDeL engine testsuites.

Resources: 2 man-months (AT-MTM + AT-MCS).

Timeline: first data sets March 2007, stable data sets April 2007, testsuites September 2007.

Correctors

Task: Collect integrated transfer functions, field errors (when meaningful) and field components (when meaningful) per circuit. Upload data into the FiDeL database and run FiDeL engine testsuites.

Resources: 4 man-months (AT-MEL).

Timeline: first data sets March 2007, stable data sets April 2007, testsuites September 2007.

NC and other magnets (including experiments)
Task: Collect integrated transfer functions and field errors (MQW,MBW,MBXW only) for all magnets. Group data per circuit. Upload data into the FiDeL database and run FiDeL engine testsuites.

Resources: 3 man-months (AT-MTM + AT-MEL).

Timeline: first data sets May 2007, stable data sets June 2007, testsuites September 2007.

F6 - Powering and tracking tests on test benches in SM-18


Task: Perform a series of measurements specifying current waveforms on one MB and related correctors, one MQ and related correctors installed on test benches in SM-18 and equipped with rotating or fixed coil. Aim of the test is to verify the quality of the current forecast.

Resources: 6 man-months (including preparation, instrumentation and test) (AT-MTM + AB-OP).

Timeline: test by mid 2007.

F7 - Sector powering test


Task: Provide all current waveforms in a sector, as for a nominal LHC ramp. Load power converters and provide anticipated correction for the injection plateaux and subsequent snap-back.

Resources: 3 man months (AT-MTM + AB-OP)

Timeline: May 2007 for sector 78 (partial ramp), September 2007 for sector 45 (full ramp and squeeze). The schedule will be aligned with the hardware commissioning

Appendix II. Workplan for WISE 

W1 - Magnet geometry

Task: Finalize the implementation of the geometry, and debugging of the code

Resources: 1 man-month (AT-MCS).

Deadline: March 2007.

W2 - Wise documentation

Task: Prepare a complete documentation of the code

Resources: 1 man-month (AT-MCS).

Deadline: March 2007.

W3 - Powering circuit cross-check

Task: Extract the data relative to the powering circuits, to be used as a cross-check with FiDeL and LSA.

Resources: 1 man-month (AT-MCS).

Deadline: April 2007.

W4 - Interface Wise/FiDeL

Task: Modify WISE to interact with FiDeL rather than with the magnetic databases. This will allow optics calculations at any energy level or machine state.

Resources: 2 man-months (AT-MCS + AT-MTM).

Deadline: end September 2007.

