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Introduction

After the qualification for operation of the individual systems of a sector, validation and specific studies of each equipment as a whole will be carried-out in the context of the machine protection system (MPS) commissioning, in different phases of the overall LHC machine commissioning.
1. Scope

This document covers the tests which will be carried-out with beam to condition and validate for operation all the components of the Beam Dump system for LHC beam 1 and 2. The area concerned by these tests is the whole LHC ring and the beam dump lines TD62 and TD 68. The main equipment subsystems concerned are the extraction and dilution kickers, the protection devices, the beam dump block, the beam instrumentation, the energy tracking and the interfaces with other LHC systems. The area concerned by these tests is mainly in point 6 for each of the two LHC beams, but some measurements elsewhere in the LHC ring are required.

The tests described in detail here include mainly the tests with beam, as the requirements for the hardware commissioning and the machine checkout (reliability run) have been described in detailed elsewhere [1-3].
2. Purpose

This document 

1. gives a comprehensive list of the components which will be the object of the beam tests. 

2. describes in detail the procedures which will be applied for these beam tests and their sequence.
3. defines the criteria for acceptance of a given test.

Each test has in front one of the following letters, Table 1, defining at which interval or at which occasion the described test needs to be repeated (in the column labelled Repetition):

	N
	Not to be repeated

	S
	To be repeated after every Shutdown

	P
	Periodical repetition required, like 1 x per month; details to be defined in text 

	O
	To be repeated when LHC optics is changed

	X
	To be repeated when crossing scheme is changed


This document is meant to be the reference document for the checklist which will be used during the beam commissioning of the MPS. Results of the tests will be documented in the MTF database.
3. The LBDS system
The main components of the LHC beam dumping system comprises (per beam) 15 MKD extraction kicker magnets, 15 MSD Lambertson septum magnets, 4 horizontal and 6 vertical MKBH/V dilution kickers and the external TDE dump block which is kept at a slight overpressure of N2. The lattice quadrupole Q4 also contributes to the deflection required to extract the beam. There is a vacuum system for the two beam lines, with an entrance window VDWB before the TDE. The fixed TCDS diluter and mobile TCDQ and TCS collimators protect the MSD and LHC machine against unsynchronised dumps. 

A slow control supervisory system SCSS controls the kicker installations and a fast analogue acquisition System FAAS is used to acquire transient kicker signals. The MKD and MKB kickers are triggered from the Beam Interlock system BIS via the Triggering and Synchronisation system TCS. In addition there is a beam energy tracking system BETS] common to both beams.
Dedicated instrumentation for beam steering and diagnostics comprises (per beam) 3 BTV beam screens, 3 BPM beam position monitors, 2 beam current transformers BCT and 32 beam loss monitors BLM. For interlocking (per beam) 2 pairs of dedicated beam position monitors BPMD and a current monitor FMCM for the MSD magnet are connected to the Beam Interlock System BIS. There is also an abort gap monitor.

3.1 Correct beam dump operation

The correct operation of the beam dump relies on the functioning of many subsystems, some of which are failsafe and some of which are redundant. The main requirements for a successful beam extraction are:
1. interlock interrupts BIS 10 MHz which is detected by LBDS interface;
2. beam orbit is in tolerance in IR6;
3. energy tracking working for kicker charging voltage levels;
4. RF revolution frequency signal correct for abort gap synchronisation;
5. trigger and Synchronisation Unit in LBDS gives power trigger fan-out;
6. all 15 MKD and 10 MKB are correctly triggered;
7. all magnetic fields on to correct value at end of abort gap (MKD MKB, MSD and Q4);
8. beam extracted and swept onto TDE block;
9. no quench in Q4 or other IR6 magnets (low transverse losses at TCDS, MSD, TD line, and low losses from swept beam in abort gap at TCDQ, Q4).
4. Links to other equipement
The LBDS interfaces directly with several other LHC systems, shown in yellow in Fig.1:

· BIS beam interlock system via the triggering and synchronisation unit and the local BIC client interface;

· DCCTs in 4 of the LHC arcs, and in IR5, for the BETS;

· RF system, for the abort gap fast timing;

· collimator low-level control system, for movement of the TCDQ;

· injection kicker system, for the abort gap watchdog and to allow the dump to be armed;

· IR6 beam loss monitors, to trigger the dump independently of the BIS; 

· access system, to dump the beam independently of the BIS;

· LSA control system (loading functions, read back, XPOC, alarms, MCS).
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Figure 1. LBDS functional dependencies, including connections between the LBDS elements and other LHC systems (yellow).

4.1 beam interlock system interfaces
· Beam Permit Loop monitoring: to trigger the beam dump action if the beam permit is read as FALSE, via a dedicated module which monitors the 10 MHz beam permit signal on the optical fibre loops and generates a trigger if either is false;

· User Permit setting: to set the beam permit TRUE/FALSE depending on the state of the LBDS, via the standard interface box (CIBU) to the BIC. 
4.2 Direct triggers to TSU 

· Direct BLM trigger: to provide a redundant trigger pathway which does not pass via the main BLM system or the BIS a direct trigger input is present from the local BLM system at TCDQ. The IR6BLM system will have a hardware-fixed threshold and integration time, and the acquisition and triggering will be an input to the triggering card in the VME crate of the LBDS TSU;

· Direct trigger from Access system: to provide a redundant channel which does not pass via the BIS in case the access chain is broken, the status of the overall LHC access chain is monitored via a redundant status cable, with the LBDS also sending the measured value back to the access system. An additional signal from the access system is generated when there is local access in point 6, to enable a full validation of the system to be forced at the subsequent restart.
4.3 Inputs from other external systems
· Abort gap synchronisation: the revolution frequency signal from the RF system (fast timing) is used by the TSU to synchronise the MKD and MKB kickers with the abort gap. The signal is distributed over dedicated redundant fibre optic links between point 4 and point 6;
· Current measurements from DCCTs for BETS: the currents of the main LHC dipoles are required from four octants for generating and checking the LHC energy in the BETS. The signals are encoded by special BEA cards in the power convertor control crates, and then transmitted over dedicated fibre optics links from the arcs concerned.
· Monitoring of local mains and UPS power supply: the mains and UPS voltages are continuously monitored by separate modules in the SCSS PLC, to generate a synchronised beam dump if either power supply fails;

· Monitoring of local emergency stop system: the status of the switch is monitored by the SCSS, via a current loop, to generate a beam dump if the local emergency stop is activated. In addition a redundant monitoring of the emergency stop switch is made using an ASIbus;
4.4 Outputs to other external systems
· The LHC Energy signals from the BETS are calculated from the measured DCCT currents and distributed to the Safe LHC Parameters SLP distribution system over 4 fibre-optic links; 

· An inhibit injection is sent to the injection kickers via a dedicated optical fibre links from IR6 to IR2 and IR8, to be able to inhibit the LHC injection for arming the beam dump. In addition, a re-phased RF revolution frequency signal with 3 s length for each beam is sent for abort gap protection (abort gap watchdog) over the same link.

4.5 interfaces to the control system 

· Readback data: the standard LSA components (EquipState etc.) will be needed to readback equipment settings;
· Set and Trim: the Q4 and MSD functions will be trimmed in the standard appliactions;

· Loading TCDQ position functions: the standard collimator control application is used to load the TCDQ position functions, triggered by timing events;

· Critical settings: the MCS system must manage the TCDQ reference position funtions for generating interlocks, and also the reference functions for Q4 and the MSD septa;

· XPOC and post-mortem: triggered data acquistion and archiving for XPOC data and for Post-Mortem data will be needed for beam dumped and post-mortem request timing events;

· Alarms: specific alarms will be forwarded by the equipment for different faults;
· Logging: data logging of some paramaters will be required;

· Timing: the timing system must generate a “Beam Dumped” event every time the MKD kickers are triggered, and must also provide events to move the TCDQ synchronously;

· Fixed displays: a display for each beam dump system will be required;

· Sequencer: the sequencer will manage the LBDS operational state and will request re-arming and cycling etc.;

· Software interlocking: the position of the beam at the TCDQ with respect to the TCDQ jaw must be surveyed by the SW interlocking system.

5. individual system tests and Hardware commissioning
The individual system tests and hardware commissioning required for the beam dump system components are particular to the equipment subsystems and the details can be found in the documents particular to each system, and in reference [1] for the overall system and the kicker magnets.

After the Individual System and HWC tests have been successfully completed, the integral system should be ready for the reliability run. However, a subset of the tests  will be needed after a machine shutdown, prior to operation each year, as indicated in [1,2]. A summary of the initial IST/HWC tests and the annual IST/HWC-type shutdown tests are shown in Tables 2-4, with the “When” column using the convention defined in Table 1, above. 

Table 2. IST/HWC tests required for initial commissioning and during shutdowns and regular LHC operation for the LBDS kicker systems.

	System and test
	When

	MKD extraction kickers (450 GeV to 7 TeV)
	

	ASIbus communication network
	S

	Check AUL (“Arrêt d’Urgence Local”)
	S

	PROFIBUS-DP communication network
	N

	Check MPI communication network
	N

	Test each generator individually 
	N

	Timing distribution
	S

	EMC at 450 GeV and 7 TeV
	N

	Rogowski coil pick-ups (scope)
	N

	Pearson pick-ups (scope)
	N

	Synchronisation 
	S

	Re-Trigger distribution
	S

	Beam Energy Tracking System in Local mode 
	N

	Signal acquisition system (digitizer)
	N

	IPOC
	S

	Trigger Synchronisation and distribution System
	N

	Internal failure reaction
	N

	Measurement of the pulse form (magnet current)
	N

	Stability and reproducibility measurements
	N

	MKB dilution kickers (450 GeV to 7 TeV)
	

	ASIbus communication network
	S

	Check AUL (“Arrêt d’Urgence Local”)
	S

	PROFIBUS-DP communication network
	N

	Check MPI communication network
	N

	Test each generator individually 
	N

	Timing distribution
	S

	EMC at 450 GeV and 7 TeV
	N

	Pearson pick-ups (scope)
	N

	Synchronisation 
	S

	Beam Energy Tracking System in Local mode 
	N

	Signal acquisition system (digitizer)
	N

	IPOC
	S

	Measurement of the pulse form (magnet current)
	N

	Stability and reproducibility measurements
	N


Table 3. IST/HWC tests required for initial commissioning and during shutdowns and regular LHC operation for other LBDS sub-systems.

	System and test
	When

	MSD extraction septa (450 GeV to 7 TeV)
	

	WPC – power convertors 1st
	S

	Warm electrical quality assurance
	N

	Warm magnet interlock controller WIC individual system tests
	N

	WIC PC individual system tests
	N

	Setup warm circuits
	N

	Warm circuit polarity tests
	S

	Warm circuit overnight heat run
	S

	TCDS diluters
	

	Vacuum leak test
	N

	Water flow and leak test
	N

	Pt100 sensor test
	N

	TCDQ diluters
	

	Vacuum leak test
	N

	Water flow and leak test
	N

	Pt100 sensor test
	N

	Girder movement and calibration of positioning measurement
	S

	Tests of position interlocking functions
	S

	TCS collimators
	

	Cooling water tightness and flow-rate
	N

	Cabling and plug-in
	N

	Jaw movement and position sensor/switch response
	S

	Temperature sensor response
	N

	Auto retraction
	N

	LVDT and resolver calibration
	N

	Interlock chain
	S

	Measurement of mechanical play
	N

	TDE beam dump absorber blocks
	

	Handling tests
	N

	Ventilation system including pressure sensors and response
	N

	Temperature sensors
	N

	Interlock chain
	S

	N2 topping up system
	S

	Vacuum system
	

	Pressure tests of individual vacuum sectors 
	N

	Vacuum valve position measurement and interlock tests
	S

	Beam instrumentation
	

	BPM cable connectivity
	N

	BPM WorldFIP
	N

	BPM front-end electronics calibration
	N

	BPM Interlock BPM signal transmission to BIS
	S

	BLM cable connectivity
	N

	BLM test of local electrodes
	N

	BLM calibration with radioactive source
	N

	BLM Interlock chain
	S

	FBCT calibration
	N

	BTV motor, filter and camera checks
	N

	BTV interlock chain
	S


Table 4. IST/HWC tests required for initial commissioning and during shutdowns for the Beam Interlock System in Point 6, and overall system tests.

	System and test
	When

	Beam Interlock System in Point 6
	

	Test all User Permit signals from all extraction elements
	S

	Test all User Permit signals from all other elements
	N

	Check response of Beam Permit Status to missing user Permit
	S

	Test that Permit loops 1 and 2 trigger a beam dump action
	S

	Check time response of BIS
	N

	FMCM magnet current change monitor
	

	Response to MSD PC trip
	S

	Interlock chain
	N


6. Tests performed during the machine checkout
After the Individual System Tests, described in the previous sections, have been successfully completed, the integral system should be tested from the CERN Control Centre (CCC), simulating as much as possible future operation with beam. For the LBDS this is needed before fist operation to validate the assumptions used in the reliability analysis: a dedicated reliability run RR will be used for this purpose. The tests to be performed during this period are detailed in [3]. 
After the reliability run has been successfully completed, the system should be operational for first pilot beam. However, a subset of the RR tests will be needed after a machine shutdown, prior to operation each year. A summary of initial reliability run tests and the annual cold-checkout tests are shown in table 1.
Table 5. Machine checkout/RR tests required for initial commissioning and during shutdowns and regular LHC operation for the LBDS in Point 6.

	System and checkout/RR test
	When

	LBDS system tests
	

	Remote operation of all systems from CCC
	S

	EMC checks from kicker pulsing
	N

	Interface of kicker to the control system
	N

	Equipment control system integration
	N

	Beam Energy Tracking system checks in remote mode
	S

	Generate dump requests and check timing, and timing events
	S

	IPOC and XPOC data
	S

	Re-arming process for BIC and LBDS
	S

	Inject-and dump mode
	S

	Check communication with vacuum control system 
	S

	BPM acquisition, display and logging
	S

	BTV acquisition, display and logging
	S

	BLM acquisition, display and logging
	S

	FBCT acquisition, display and logging
	S

	Operation of BIC and interlock chain 
	S

	Communication with vacuum control system 
	S

	Internal trigger in the event of missing RF signal
	S

	Communication and timing with injection system
	S

	Checks of operational state in LHC sequencer
	N

	Stand-alone RR tests
	

	Debugging and dumping during simulated ramp
	N

	Statistics collecting and long-term behaviour
	N

	Fault-injection and interface tests
	N

	Fully-connected RR tests
	

	Triggering via timing system and BIS
	N

	Statistics collecting and long-term behaviour
	N


7. Tests performed with beam

The tests with beam will be specific to the LHC commissioning phases [4]. A summary of the tests to be made in each of the designated commissioning stages and phases is given in Table 1. The details of each test are found in the appropriate LHC beam commissioning procedures page [5]. 
Note that most of these tests will need to be made each year at startup, to re-verify the operation of the system. Also a limited set of the tests will need to be made in the event of a change of a component (kicker magnet or power supply).

7.1 Pilot of 1(1010 p+ at 450 Gev
	LHC stage, phase and LBDS test
	When

	A.3 450 GeV initial
	

	A.3.1.01 timing with revolution frequency and abort gap
	S

	A.3.2.04 flatten orbit in dumping region
	S,O

	A.3.3.01 first LBDS commissioning with circ. beam
	S,O

	A.3.3.02 first LBDS commissioning with extracted beam
	S,O

	A.3.9.01 further LBDS commissioning with circ.
	S,O

	A.3.9.02 further LBDS commissioning with extracted beam
	S,O

	A.4 450 GeV optics
	

	A.4.1.2 measurement and correction of IR6 closed orbit
	S,O

	A.4.3.6 measurement of IR6 local apertures
	S,O

	A.4.6.1 beam based alignment of TCDQ system
	S,O

	A.4.6.2 local beta-functions and beam sizes
	S,O

	A.4.6.3 definition of reference settings
	S,O

	A.5 450 GeV increasing intensity – single bunch
	

	A.5.2.1 set TCDQ and TCDS to protect arc aperture
	S

	A.5.2.2 check TCDQ protection of mechanical aperture
	S

	A.5.2.3 BI response: BPM, intlk BLM, abort gap monitor
	S

	A.5.2.4 hardware interlock on beam position in IR6
	S

	A.5.2.5 software interlock on position at TCDQ
	S

	A.5.2.6 orbit feedback and stability at TCDQ
	S

	A.5.2.7 interlock on beam energy (f RF & orbit correction)
	S

	A.5.2.8 commission abort gap watchdog
	S

	A.5.2.9 commission abort gap cleaning
	S

	A.5.2.10 extraction trajectories: adjust MSD, MKB, MKD
	S,O

	A.5.2.11 Check XPOC response
	S

	A.5.2.12 check thermal response of TDE
	N

	A.5.2.13 beam losses (extracted beam, TD lines and TDE)
	S,O

	A.5.2.14 establish reference for XPOC data
	S,O


7.2 43 bunches of 4(1010 p+ at 450 Gev
	LHC stage, phase and LBDS test
	

	A.3.9.01 further LBDS commissioning with circ.
	S,O

	A.3.9.02 further LBDS commissioning with extracted beam
	S,O

	A.5 450 GeV increasing intensity – single bunch
	

	A.5.2.3 BI response: BPM, intlk BLM, abort gap monitor
	S

	A.5.2.4 hardware interlock on beam position in IR6
	S

	A.5.2.5 software interlock on position at TCDQ
	S

	A.5.2.6 orbit feedback and stability at TCDQ
	S

	A.5.2.10 extraction trajectories: adjust MSD, MKB, MKD
	S,O

	A.5.2.11 Check XPOC response
	S

	A.5.2.12 check thermal response of TDE
	N

	A.5.2.13 beam losses (extracted beam, TD lines and TDE)
	S,O

	A.5.2.14 establish reference for XPOC data
	S,O


7.3 156 bunches of 9(1010 p+ at 450 Gev
	LHC stage, phase and LBDS test
	

	A.3.9.01 further LBDS commissioning with circ.
	S,O

	A.3.9.02 further LBDS commissioning with extracted beam
	S,O

	A.5 450 GeV increasing intensity – single bunch
	

	A.5.2.3 BI response: BPM, intlk BLM, abort gap monitor
	S

	A.5.2.4 hardware interlock on beam position in IR6
	S

	A.5.2.5 software interlock on position at TCDQ
	S

	A.5.2.6 orbit feedback and stability at TCDQ
	S

	A.5.2.10 extraction trajectories: adjust MSD, MKB, MKD
	S,O

	A.5.2.11 Check XPOC response
	S

	A.5.2.12 check thermal response of TDE
	N

	A.5.2.13 beam losses (extracted beam, TD lines and TDE)
	S,O

	A.5.2.14 establish reference for XPOC data
	S,O


7.4 pilot of 1(1010 p+ at 7 tev
	LHC stage, phase and LBDS test
	

	A.8 snapback and ramp
	

	A.8.4.1 Energy tracking calibration (MKD, MSD, MKB)
	S

	A.8.4.2 Circulating beam orbit and aperture
	S,O

	A.8.4.3 Extracted beam trajectory and aperture
	S,O

	A.8.4.4 Beam instrumentation reposnse 
	S

	A.8.4.5 Kicker timing and synchronisation
	S

	A.8.4.6 XPOC data and references
	S,O

	A.8.4.7 TCDQ positioning
	S,O

	A.9 top energy checks
	

	A.9.3.1 Energy tracking (kickers and septa)
	S

	A.9.3.2 Beam-based alignment of TCDQ
	S,O

	A.9.3.3 System self-tests, XPOC and PM
	N

	A.9.3.4 Aperture optics and orbit
	S,O

	A.9.3.5 Sweep form
	S

	A.9.3.6 Synchronisation
	S

	A.9.3.7 Abort gap cleaning and protection
	S


7.5 43 bunches of 4(1010 p+ at 7 tev
	LHC stage, phase and LBDS test
	

	A.8 snapback and ramp
	

	A.8.4.2 Circulating beam orbit and aperture
	S,O

	A.8.4.3 Extracted beam trajectory and aperture
	S,O

	A.8.4.4 Beam instrumentation reposnse 
	S,O

	A.8.4.6 XPOC data and references
	S,O

	A.9 top energy checks
	

	A.5.2.12 check thermal response of TDE
	N

	A.9.3.3 System self-tests, XPOC and PM
	S,O

	A.9.3.4 Aperture optics and orbit
	S,O

	A.9.3.5 Sweep form
	S,O

	A.9.3.6 Synchronisation
	S

	A.9.3.7 Abort gap cleaning and protection
	S,O


7.6 156 bunches of 9(1010 p+ at 7 tev
Identical to tests listed in 8.5.
7.7 936 bunches of 4(1010 p+ at 7 tev
Identical to tests listed in 8.5.
7.8 936 bunches of 9(1010 p+ at 7 tev
Identical to tests listed in 8.5.
7.9 Half nominal: 2808 bunches of 5(1010 p+ at 7 tev
Identical to tests listed in 8.5.
7.10 Nominal: 2808 bunches of 11(1010 p+ at 7 tev
Identical to tests listed in 8.5.

7.11 Tests to be performed when an optics change is made

The tests indicated with “O” in the tables above need to be remade when the optics is modified (e.g. Q4 strength in point 6, TCDQ to TCT phase advance, etc.)

8. Acceptance criteria

The acceptance criteria for each test vary widely. In some cases there is a target parameter which must be met (for instance in the accuracy of the energy tracking, or the abort gap population), while in others the criterion is that the correct functioning of a particular item has been verified (for example in checking the shape of the sweep form against the expectation). In the following an attempt has been made to define the acceptance criteria for each test as a function of the commissioning stage.
9. Details of main 450 GeV LBDS commissioning phases

A.3.3.01 – first LBDS comissioning with circulating beam: 

· set mode circulate & dump (1 s delay - depends on lifetime) 

· check orbit correction works in point 6, at TCDQ and MSD 

· with nominal optics and orbit information set TCDQ and TCS in IR6 to ~10 sigma via the collimator application 

· commission dedicated synch BPM signal 

· check analogue signal from kicker trigger BPMs is correctly transmitted 

· adjust kicker timing - with single pilot (bunch 1) adjust RF synch → MKD kick delay. Note UA access needed for each trim, so only 1 or 2 iterations 

· aperture measurements with circulating beam (bump + BLMs) 

· H: TCDS entrance, MSD exit 

· H&V: MSD 

A.3.3.02 – first LBDS comissioning with extracted  beam:
· TD line BI commissioning 

· BLMs, BPMSE, BPMD, BTVSE, BTVD, BTVDD, FBCTs 

· BDI acquired data - check all beam-dependant transient signals  are acquired correctly for XPOC 

· check bunch dumped on TDE block - steer if needed

· adjust energy tracking if needed - local intervention to change EPROMS 

· adjust IPOC/XPOC references if needed 

A.3.9.01 – further LBDS comissioning with circulating beam
· with measured optics and orbit information set TCDQ and TCS in IR6 to roughly 10 sigma via the collimator application (setting into MCS) 

· check beam dependent interlocks (orbit in IR6, direct BLM on TCDQ) ↔ MCS for BPM; 

· aperture measurements with circulating beam 
· H: TCDS entrance, MSD exit, TCDQ, TCS 

· H&V: MKD, MSD, TCDQM (retract TCDQ). 
A.3.9.02 – further LBDS comissioning with extracted  beam:
· extraction trajectory and extraction line aperture measurements 

· H aperture: TCDS, MSD exit using closed orbit bumps to displace beam 

· explicit check that aperture is adequate for 14/15 MKD - steer orbit in IR6 (cannot unplug 1 MKD). Need to change orbit angle by 270 / 15 urad. BPM intlk? 

· check IPOC, logging, fixed displays, PM, XPOC
· adjust fine kicker timing with 2 pilots  (bunch 1 & 2808) to define abort gap. Note UA access needed for each trim (power of mains can stay on). 

· TD line aperture and MKD and MKB sweep waveform overshoot measurements by changing injected bunch number: ~20 initial points. 
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